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Abstract: - 
As technology advances, people increasingly converse with computer conversational agents serving in a personal 

assistant role such as Siri or Cortona. Beyond the personal assistant role, a virtual humans may substitute for a person 

in another role during a social encounter in a simulated environment. From an experiential or pedantic training 

perspective, the resulting simulated social encounter may provide a forum by which real people may gain social skills. 

This article reviews advances in technology and science of virtual humans in face-to-face social encounters with people. 

An assessment framework is proposed based on a modification of the Schroeder, Adesope, & Gilbert framework [1]. 

Conversational attributes include verbal content and expression and nonverbal behavior such as head position or 

inclination, micro and macro facial or body emotional expression, eye gaze and direction, and other facial and other 

bodily gestures. Using that framework, ten instantiations of virtual humans are analyzed with respect to simulating a 

person in a bi- directional conversation. Findings and discussion address the question: can a virtual human truly be a 

social partner with a person for the purpose of social skills training? Within a social skills learning setting, analysis 

raises concern about the impact of textual data concurrently displayed with verbal message content and expression, and 

nonverbal behavior. Suggested future advanced technology research includes virtual human eye tracking technology in 

order to a better understand the cognitive science and behavioral responses associated with periods of engagement and 

boredom during interactions with a person. 
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I. INTRODUCTION 

With the development of agents like Siri and Cortona, people now converse with computer conversational agents on a 

daily basis. Visually embodied and intelligently-enhanced conversational agents called virtual humans assume various 

roles across a wide spectrum of virtual environments from games to education including experiential and pedantic social 

communication skills training of people [2-8]. As “software entities [that] look and act like people and can engage in 

conversation and collaborative tasks,” [9], virtual humans have advantages over people as social skills role-players in 

that virtual humans provide consistent performances unaffected by fatigue, illness, or personal issues [10]. Examples of 

virtual humans as role- players in training environments include law enforcement personnel [11, 12], medical patients 

[13, 14], and military personnel [10, 15, 16]. The capability to simulate face-to-face conversations between a virtual 

human and a person holds great promise for social skills training and development [17, 18]. 

 

II. Conversations With Virtual Humans 

Despite recent successes, conversational agent implementation failures abound. Eliza, an early computer-based 

communications agent, simply responded to users based on key words and only reflected the user’s input [20] making a 

long conversations difficult. Microsoft’s Clippy failed to engage users [21]. To better understand the source of failure or 

success, Stamp [19] identified seventeen different scientific categories of research that contribute to the capability to 

successfully simulate a conversation between a computer agent and a person. Later, scientific research demonstrated that 

adding human-like attributes, such  as a face, made the interaction with people more comfortable and natural [22, 23] 

since people accept and may even prefer communication agents with human faces [22, 24, 25], social behaviors [26], 

basic emotions [27, 

28], and nonverbal behavioral feedback [29, 30]. 

In terms of advanced technology, people may accept conversational virtual humans as if they are real [25, 31-34] and 

perceive them as social partners, progressing science from a research novelty [33, 35-38] to instantiated advanced 

technology as actual role-players in real-world training applications [39-42]. Recent research indicates virtual human 

role-players may improve a person’s job interview skills [42] and may improve social behaviors of children with autism 

spectrum disorder [41]. 

This article synthesizes literature within the last ten years on the topic of virtual humans participating in simulated 

conversations and concludes with a discussion of the current challenges and possible future scientific and advanced 

technology directions. 

 

III. Conversational Virtual Human Feature Framework 

Human conversation often involves more than intelligent content and voice cadence, tone, and accents of an audible 

message. In face-to-face social encounters, macro and micro facial expressions, hand and body gestures, and eye contact 

are nonverbal communicative behaviors humans use to place emphasis on message content as well as show attention and 

interest [17, 18, 43, 44]. Social skills training for face-to-face social settings intends to develop social or communication 

skills by understanding partner messages and if and how to exhibit appropriate social behavior [17, 18]. 

Schroeder, Adesope, and Gilbert proposed a framework for pedagogical agents where the agents are defined as “on-

screen characters that facilitate instruction to the learner” who by definition are not intelligent, but may be combined 

with intelligent tutoring systems [1]. While the original framework [1] did not include intelligence, Table 1 presents a 

modified framework adding intelligence [15, 39, 47, 50, 61, 64, 76]. The framework accounts for the full range of on 

screen virtual characters they may be potentially engaged with a person in a simulated, face-to-face social encounter. 

Touch, smell, and touch features and physically embodied virtual humans are beyond this research scope. 

 

TABLE 22: SOCIAL SKILLS TRAINING APPLICATIONS UTILIZING VIRTUAL ROLE-PLAYERS (2005-

2016) 
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IV. Representative Instanitated Conversational Virtual Humans 

Past instantiated virtual humans provide scientific and technology lessons learned that may improve future virtual 

human designs. The interface is the basis for the conversational model allowing multiple methods of single or bi-

directional communications. Some of the earliest virtual humans or conversational agents were human-like in both their 

appearance and behavioral animations for their body, arms, and face [33, 35-38]. 

Many of the early instantiations used computerized generated voices [33, 35, 36, 38] where [38] used recorded human 

responses for increased realism.  User interfaces vary from automated speech recognition [33, 35, 38] to menu [37] or 

keyboard inputs [36]. Often interfaces lack a means to perceive the real world environment of the user or the user’s 

attention but some agent system introduced cameras to sense the presence of the human user [33, 35]. A visual system 

or camera may provide a virtual human with essential information or cues beyond verbal feedback cues that a social 

partner may use as part of meta-analysis of the state or progress of a face-to-face conversation. 

Face-to-face social skills training systems often utilize virtual role-players in simulated face-to-face conversations and 

report varying levels of success [6, 11, 39, 41, 42, 45]. Table 2 contains a subset of applications identified in articles 

retrieved from structured searches including Google Scholar and multiple search criteria including “virtual human,” 

“role-player,” “social skills,” “training,” and “conversation”. 

Applications selected for Table 2 are actual or representative training applications where people or persons interact in a 

simulated social encounter with role-playing virtual humans who primarily focus on aiding in the development of 

various social skills in people. As opposed to virtual humans, avatars, wherein a human adds intelligence and/or voice to 

an onscreen animation, are not included in the list below. 

 

TABLE 22: SOCIAL SKILLS TRAINING APPLICATIONS UTILIZING VIRTUAL ROLE-PLAYERS (2005-

2016) 
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V. Assessment And Discussion About Conversational Virtual Humans 

Using the ten instantiated conversational virtual human systems identified in Table 2, Table 3 reports an assessment of 

each system’s ability to develop or improve a particular social skill within a given social encounter, acceptance of the 

virtual human as a role-player by the person or people engaged in the social encounter, and usability concerns with the 

system. 

 

TABLE 33: ASSESSMENT OF REPORTED CONVERSATIONAL VIRTUAL HUMAN SYTEMS 

 

 
 

Table 3 indicates that virtual humans may be suitable role-players for various social skills training encounters. [45, 4, 

36] indicate that people accept virtual humans in the roles, but virtual human technology designs often do not integrate 

or fail to address the bi-directional natural of the person-virtual human interaction. More generally, virtual human role-

player limitations include inability to assess the user’s behaviors and adapt appropriately [51, 45]. During typical human 

face-to-face communication, participants use message content and bi-directional behaviors such as eye contact, facial 

expressions, and hand and body gestures [43, 55, 18] as cues to maintain and adapt their responses within a 

conversation. Eye contact is an important element of many social skills [44] and may indicate a person’s level of 

attention that they have during a conversation [56]. Less than half of the applications in Table 3 include a virtual human 

with some form of visual perceptional of their social partner. 

With the lack of sensory inputs to provide the virtual human a perception of the visual communications channels, 

designers of social skills training systems need to realize the limitations of the virtual human presented to the person 

engaged in the simulated social interaction. Applications without even a simple visual system or camera to determine if 

the human user is looking at the virtual human reflect designer’s choice to ignore the importance of visual attention or 

eye contact in a person-to-person, face-to-face encounter. 

Additionally training applications often include with the virtual human role-player textual and supporting instructional 

information that would not necessarily be found in the real world. Previous research related to multimedia approaches 

for training and education provide insight into the impact of nonverbal information on training with virtual humans. 

Mayer concluded from his research using multimedia learning techniques that “people learn more deeply from words 

and pictures than words alone” [57]. Schroeder et al. 

[1] concluded that agents in pedagogical roles that communicate with learners via on-screen text are more effective. One 

might then assume that the additional textual display of the dialogue is beneficial to the learner in the case of virtual 

human training applications [58].  In the case of social skills training where behaviors such as eye contact are important, 
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textual display may create a conflict for the learner in that the display contains two different visual focal points and 

potentially competitive visual sources of information. For social skills training, the presentation of an animated and 

vocalized virtual human with on-screen dialogue text may split the learners’ attention or confound focus of attention on 

text at the expense of the virtual human. Since verbal and visual attention to a person being conversed with is important 

to understanding spoken and unspoken messages within a face-to-face conversation, one might question the value of the 

on-screen text which adds redundancy and could potentially lower performance [58-60]. For example, TLCTS, BiLat, 

INOTS/ELITE, and VR-JIT interfaces display the dialogue between the virtual human and human in text form in 

addition to the virtual human’s audible voice and animated nonverbal behaviors. While the text may accommodate those 

with a reader bias, the issue raised is whether the additional information distracts from or possibly undermines learning 

the intended objective of interacting with a virtual role-player in a simulation of a real-world environment where text is 

not present. If the purpose of the training is to provide the learner with the skills necessary to interact effectively in a 

real-world social situation, then gathering meaning from spoken words and unspoken “body language” of the virtual 

person are what are important to determining response. The level of important of observing virtual human nonverbal 

behavior in training applications remains an empirical question. Further research is needed to explore whether during a 

simulated social encounter the addition of a textual information not found in a real world encounter will enhance or 

detract from learning during a simulation social interaction. 

 

VI. Conclusions, Limitations And Future Directions 

This research expands the Schroeder, Adesope, Gilbert Feature Framework for Virtual Humans to virtual humans in role 

playing and social interaction skills training by adding artificial intelligence with a focus on the virtual human’s ability to 

see and perceive world around them. Analysis of findings in Table 2 and 3 indicates the impact in a social skills setting 

of virtual humans conversational attributes such as message content, verbal expression, and nonverbal behavior such as 

head position or inclination, micro and macro facial or body emotional expression, eye gaze and direction, and other 

facial and other bodily gestures. Discussion addresses the question: can a virtual human truly be a social partner with a 

person for the purpose of social skills training? In response to that question, virtual humans have progressed 

significantly from ELIZA [20] to SimSensi and MACH [46, 53]. Virtual humans have gone from being a novelty to 

being an integral part of a training applications as instructors, mentors, coaches [61, 62] to participating in simulated 

role-playing exercises for training social skills [4, 10, 11, 39]. Based on the role playing virtual humans analyzed, this 

research identified a visual system as an important virtual human attribute to support real-time conversational dialog 

with the ability to handle interruptions as well as synchronized and bi-directional handling of head position, emotions, 

eye gaze direction, and facial and other bodily gestures. One concern identified in the research is that for social skills 

training, the presentation of an animated and vocalized virtual human with on- screen dialogue text may split the 

learners’ attention or confound focus of attention on text at the expense of the virtual human. Limiting this assessment is 

lack of empirical clarity when the virtual human is part of a learning system containing significant supporting 

information such as text boxes. The level of contribution of virtual human micro-expressions [63] and verbal tones [64] 

remain current topics in human-virtual human engagement in role playing research. Virtual human research with the 

previously mentioned SimSensi and MACH, wearable agents [65, 66], virtual peers and companions [67, 68] and virtual 

patients [69, 70] may provide further insights. 

From the perspective of bi-directional conversation, none of the virtual humans discussed above are cloud-based. Cloud 

based agents Watson, Siri, and Cortana raise the possibility of overcoming limitations of local hardware solutions to the 

challenge of maintaining intelligent conversational content and dialog by accessing the computational power of the 

cloud in real time. To raise Watson to the level of a Jeopardy grand champion also required extensive training involving 

scores of scenarios [71, 72].  Beyond these concerns virtual assistants Siri and Cortana, not only lack a human face 

possibly necessary for social skills training, they are challenged by the user’s current situation such as the user’s 

physical and emotional states. The awareness from physiological sensors (blood pressure, heart rate), and current user 

task or situation (walking, sleeping, driving, at home, at work) may aid future virtual assistant to adopt social skills in a 

meaningful and relevant conversation [66]. This requires full utilization of current and new sensors and applications 

create a new level of awareness for virtual humans that only begins to model human conversation. Whether selected role 

playing virtual humans will be able to garner the resources to achieve such conversational capabilities may likely be 

based on market demand. 

Limiting the above analysis is insight into how humans visually attend to the virtual human or what might cause 

disengagement. Chen and Wu [73] suggest that an effective approach to understanding attention, cognitive load, and 

overall learner performance is to study the visual attention towards an area of interest. 

D’Mello, Olney, Williams & Hays [74] identified periods of engagement and boredom during interactions with an 

intelligent tutor from the use of eye trackers. They concluded that strategies could be employed to increase the attention 

of the trainee but more research is needed to evaluate different strategies. A better understanding of visual area interest 

and periods of engagement and boredom during interaction may provide a greater insight into how humans fully interact 

with virtual humans and if a virtual human can truly be a social partner. 
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