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Abstract—Based on the theory of similar structure of solution of the boundary value problem of differential equation, this paper studies the solution of a class of boundary value problem of the composite Thomson equation. After analysis, it is indicate that the solution with a form of continued fraction product is obtained by introducing functions of guide solution, constructing similar kernel functions and assembling coefficients of the left non-homogeneous boundary condition, functions of guide solution and similar kernel functions in this paper. Then a new method is obtained for solving the composite boundary value problem—Similar Constructive Method. Furthermore, the function solution is clearly illustrated by the chart which is carried out by the corresponding program in MATLAB. Thus, the method is not only simple and effective for solving the complicated boundary value problem of differential equation, but also is a kind of innovation of ideological.
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I INTRODUCTION

The boundary value problem of differential equation in practical problems is applied more and more widely, especially in application of oil and gas well testing technology. The theory and interpretative method of well testing analysis has been developed rapidly and improved continuously. Therefore, the corresponding solving method of the boundary value problem of differential equation is also simultaneously required to be developed and improved. With the sustainable development and improvement of the theory of similar structure of solution of differential equations, its application in the field of engineering is also more widespread, and particularly it plays an active role in the solution to reservoir flow model.

At the beginning of this century, the thought of similar structure of the solution of the boundary value problem of differential equation began to form [1]. The theory of similar structure of the solution of the boundary value problem of differential equation was put forward. Meanwhile, a new method was obtained for solving the class boundary value problem of differential equation [2-16]. The new method is named Similar Constructing Method (shortened as SCM). The method is a convenient, effective and creative method for solving the boundary value problem of differential equation.
Based on the above study, this paper will study a class of boundary value problems of the composite Thomson equation as follows:

\[
\begin{align*}
    x^2 y_j'' + xy_j' - (ix^2 + v_j^2) y_j &= 0 \quad (a \leq x \leq c) \\
    x^2 y_j'' + xy_j' - (ix^2 + v_j^2) y_j &= 0 \quad (c \leq x \leq b) \\
    \left[ Ey_1 + (1 + EF) y'_1 \right]_{x=e} &= D \\
    y_1|_{x=c} &= \lambda y_2|_{x=c} \\
    y'_1|_{x=c} &= \mu y'_2|_{x=c} \\
    \left[ My_2 + Ny'_2 \right]_{x=b} &= 0
\end{align*}
\]  

(1)

Here \( D, E, F, M, N, a, b, c \) are constants \( \nu_j \geq 0 (j = 1, 2) , \) \( D \neq 0, \lambda \mu \neq 0 , \) \( M^2 + N^2 \neq 0, 0 < a < c < b, i^2 = -1 \) . Furthermore, the function solution is clearly illustrated by the chart which is carried out by the corresponding program in MATLAB.

**II PRELIMINARY KNOWLEDGE**

**Lemma 1** With the variable substitution \( \zeta = \sqrt{i}x \) , the first Weber equations

\[
x^2 y_j'' + xy_j' - (ix^2 + v_j^2) y_j = 0 \quad (j = 1, 2)
\]

can be transformed into modified Bessel equations as follows\(^{[17]}\):

\[
\zeta^2 \frac{d^2 y_j}{d\zeta^2} + \zeta \frac{dy_j}{d\zeta} - (\zeta^2 + v_j^2) y_j = 0 \quad (j = 1, 2).
\]  

(2)

**Proof** By taking variable substitution \( \zeta = \sqrt{i}x \) for the Thomson equation and calculating first-order derivative and two-order derivative of \( y_j \) to \( x \) (i.e. \( y_j' = \frac{dy_j}{dx} = \sqrt{i} \frac{dy_j}{d\zeta}, y_j'' = \frac{dy_j'}{dx} = i \frac{d^2 y_j}{d\zeta^2} \) ), the Thomson equation can be transformed into the equation as follows:

\[
\zeta^2 \frac{d^2 y_j}{d\zeta^2} + \zeta \frac{dy_j}{d\zeta} - (\zeta^2 + v_j^2) y_j = 0 \quad (j = 1, 2).
\]

Where, Eq. (2) is the modified Bessel equation\(^{[17]}\).

**Lemma 2** General solution of the Thomson equation can be expressed as:

\[
y_j = A_j I_{\nu_j} \left( \sqrt{i}x \right) + B_j K_{\nu_j} \left( \sqrt{i}x \right) \quad (j = 1, 2)
\]  

(3)

Here \( A_j, B_j \) are arbitrarily real constants, and \( I_{\nu_j} (\cdot) \), \( K_{\nu_j} (\cdot) \) are the first and the second class of
modified Bessel functions of order $\nu_j$ \cite{17}.

**Proof** General solution of the modified Bessel equation can be expressed as:

$$y_j = A_j I_{\nu_j}(\zeta) + B_j K_{\nu_j}(\zeta) \quad (j = 1, 2).$$

According to the lemma 1, we let $\zeta = \sqrt{i}x$, and then general solution of the Thomson equation can be obtained as follows:

$$y_j = A_j I_{\nu_j}(\sqrt{i}x) + B_j K_{\nu_j}(\sqrt{i}x) \quad (j = 1, 2).$$

Let

$$\varphi_{m,j}(x, \xi) = K_m(\sqrt{i}x) I_n(\sqrt{i}\xi) + (-1)^{m-n+1} I_m(\sqrt{i}x) K_n(\sqrt{i}\xi) \quad (j = 1, 2) \quad (4)$$

**Lemma 3** If $I_{\nu_j}(\sqrt{i}x), K_{\nu_j}(\sqrt{i}x)$ are two linear independent solutions of the Thomson equations $x^2 y'' + xy' - (ix^2 + \nu^2) y = 0$. We lead into functions of guide solution as follow:

$$\varphi_{m,n}(x, \xi) = K_m(\sqrt{i}x) I_n(\sqrt{i}\xi) + (-1)^{m-n+1} I_m(\sqrt{i}x) K_n(\sqrt{i}\xi)$$

Defining functions of guide solution as follows:

$$\varphi_{0,0}(x, \xi) \oplus \varphi_{0,0}(x, \xi) \quad (j = 1, 2)$$

$$\varphi_{0,j}(x, \xi) \oplus \varphi_{0,j}(x, \xi) = \frac{\nu}{x} \varphi_{\nu,j}(x, \xi) - \sqrt{i} \varphi_{\nu,j}(x, \xi) \quad (j = 1) \quad (6)$$

$$\varphi_{0,j}(x, \xi) \oplus \varphi_{0,j}(x, \xi) = \frac{\nu}{\xi} \varphi_{\nu,j}(x, \xi) + \sqrt{i} \varphi_{\nu,j}(x, \xi) \quad (j = 1, 2) \quad (7)$$

$$\varphi_{1,j}(x, \xi) \oplus \varphi_{1,j}(x, \xi) = \frac{\nu^2}{x^2} \varphi_{\nu,j}(x, \xi) - \frac{\sqrt{i} \nu}{\xi} \varphi_{\nu,j}(x, \xi)$$

$$+ \frac{\sqrt{i} \nu}{x} \varphi_{\nu,j}(x, \xi) - i \varphi_{\nu,j}(x, \xi) \quad (j = 1, 2) \quad (8)$$

Here $j = 1$ denotes left region \((a \leq x \leq c)\), $j = 2$ denotes right region \((c \leq x \leq b)\).

### III THE MAIN THEOREM AND ITS PROOF

**Theorem** If the boundary value problem (1) has unique solution, then the solution of left region is expressed as:

$$y_1 = D \cdot \frac{1}{E + \frac{1}{F + \Phi_1(a)}} \cdot \frac{1}{F + \Phi_1(x)} \Phi_1(x) \quad (a \leq x \leq c) \quad (9)$$

and the solution of right region is expressed as:
\[ y_2 = D \cdot \frac{1}{E + F \Phi_1(a)} \cdot \frac{1}{F + \Phi_1(a)} \cdot \frac{\phi_{0,1}(c,c)}{\lambda \Phi_2(c) \phi_{1,1}(a,c) - \mu \phi_{1,0}(a,c)} \cdot \Phi_2(x) \quad (c \leq x \leq b), \quad (10) \]

Here \( \Phi_2(x) \) is called the similar kernel function of right region:
\[ \Phi_2(x) = \frac{M \phi_{0,0}(x,b) + N \phi_{0,1}(x,b)}{M \phi_{1,0}(c,b) + N \phi_{1,1}(c,b)} \quad (c \leq x \leq b). \quad (11) \]

and \( \Phi_1(x) \) is called the similar kernel function of left region:
\[ \Phi_1(x) = \frac{\lambda \Phi_2(c) \phi_{1,1}(c,c) - \mu \phi_{1,0}(c,c)}{\lambda \Phi_2(c) \phi_{1,1}(a,c) - \mu \phi_{1,0}(a,c)} \quad (c \leq x \leq b). \quad (12) \]

**Proof** According to the lemma 2, we know that general solutions of governing equations of left and right region of the boundary value problem (1) are
\[ y_j(x) = A_j I_{v_j}(\sqrt{i}x) + B_j K_{v_j}(\sqrt{i}x) \quad (j = 1,2). \quad (13) \]

Thus
\[
y_j'(x) = \frac{d}{dx}\left[A_j I_{v_j}(\sqrt{i}x) + B_j K_{v_j}(\sqrt{i}x)\right] = A_j \left[\frac{v_j}{x} I_{v_j}(\sqrt{i}x) + \sqrt{i} I_{v_j+1}(\sqrt{i}x)\right] + B_j \left[\frac{v_j}{x} K_{v_j}(\sqrt{i}x) - \sqrt{i} K_{v_j+1}(\sqrt{i}x)\right]. \quad (14) \]

By substituting Eqs.(13) and (14) into left and right boundary conditions and two connection conditions of the boundary value problem (1), we obtain the following equations respectively:
\[
A_1 \left[ EI_{v_1}(\sqrt{i}a) + (1 + EF) \left(\frac{v_{1}}{a} I_{v_1}(\sqrt{i}a) + \sqrt{i} I_{v_1+1}(\sqrt{i}a)\right)\right] + B_1 \left[ EK_{v_1}(\sqrt{i}a) + (1 + EF) \left(\frac{v_{1}}{a} K_{v_1}(\sqrt{i}a) - \sqrt{i} K_{v_1+1}(\sqrt{i}a)\right)\right] = D \quad (15)
\]

\[
A_1 I_{v_1}(\sqrt{i}c) + B_1 K_{v_1}(\sqrt{i}c) - A_2 \lambda I_{v_2}(\sqrt{i}c) - B_2 \lambda K_{v_2}(\sqrt{i}c) = 0 \quad (16)
\]

\[
A_1 \left[\frac{v_{2}}{c} I_{v_2}(\sqrt{i}c) + \sqrt{i} I_{v_2+1}(\sqrt{i}c)\right] + B_1 \left[\frac{v_{2}}{c} K_{v_2}(\sqrt{i}c) - \sqrt{i} K_{v_2+1}(\sqrt{i}c)\right] - A_2 \mu \left[\frac{v_{2}}{c} I_{v_2}(\sqrt{i}c) + \sqrt{i} I_{v_2+1}(\sqrt{i}c)\right] - B_2 \mu \left[\frac{v_{2}}{c} K_{v_2}(\sqrt{i}c) - \sqrt{i} K_{v_2+1}(\sqrt{i}c)\right] = 0 \quad (17)
\]

\[
A_2 \left[ MI_{v_2}(\sqrt{i}b) + N \left(\frac{v_{2}}{b} I_{v_2}(\sqrt{i}b) + \sqrt{i} I_{v_2+1}(\sqrt{i}b)\right)\right] + B_2 \left[ MK_{v_2}(\sqrt{i}b) + N \left(\frac{v_{2}}{b} K_{v_2}(\sqrt{i}b) - \sqrt{i} K_{v_2+1}(\sqrt{i}b)\right)\right] = 0 \quad (18)
\]

According to Eqs.(5)–(8), we know that the coefficient determinant \( \Delta \) of linear equation
(Eqs. (15) ~ (18)) about undetermined coefficients is not equal to zero, and
\[
\Delta = E \left\{ -\mu \phi^i_{0,0} (a,c) \left[ M \phi^i_{0,0} (c,b) + N \phi^i_{0,1} (c,b) \right] \right. \\
\left. + (1 + EF) \left[ -\mu \phi^i_{0,0} (a,c) M \phi^i_{0,0} (c,b) + N \phi^i_{0,1} (c,b) \right] \right. \\
\left. \left. + \lambda \phi^i_{0,0} (a,c) [M \phi^i_{0,0} (c,b) + N \phi^i_{0,1} (c,b)] \right\}\right. .
\]

(19)

Values of \( A_1, B_1, A_2, B_2 \) can be obtained by using the Cramer rule as follows:

\[
A_1 = \frac{D}{\Delta} \left[ \mu K_\gamma \left( \sqrt{i} c \right) \left[ M \phi^i_{0,0} (c,b) + N \phi^i_{0,1} (c,b) \right] - \lambda \left[ V_\gamma \left( \sqrt{i} K_{\gamma,1} (\sqrt{i} c) \right) - \sqrt{i} K_{\gamma,1} (\sqrt{i} c) \right] \right. \\
\left. - \left[ M \phi^i_{0,0} (c,b) + N \phi^i_{0,1} (c,b) \right] \right]
\]

(20)

\[
B_1 = -\frac{D}{\Delta} \left[ \mu I_\gamma \left( \sqrt{i} c \right) \left[ M \phi^i_{0,0} (c,b) + N \phi^i_{0,1} (c,b) \right] - \lambda \left[ V_\gamma \left( \sqrt{i} I_{\gamma,1} (\sqrt{i} c) \right) + \sqrt{i} I_{\gamma,1} (\sqrt{i} c) \right] \right.
\left. - \left[ M \phi^i_{0,0} (c,b) + N \phi^i_{0,1} (c,b) \right] \right]
\]

(21)

\[
A_2 = -\frac{D}{\Delta} \left[ MK_{\gamma,1} \left( \sqrt{i} b \right) + N \left[ \frac{V_\gamma}{b} K_{\gamma,1} (\sqrt{i} b) - \sqrt{i} K_{\gamma,1} (\sqrt{i} b) \right] \right. \\
\left. \left. \cdot \phi^i_{0,0} (\zeta, c) \right] \right]
\]

(22)

\[
B_2 = \frac{D}{\Delta} \left[ MI_{\gamma,1} \left( \sqrt{i} b \right) + N \left[ \frac{V_\gamma}{b} I_{\gamma,1} (\sqrt{i} b) + \sqrt{i} I_{\gamma,1} (\sqrt{i} b) \right] \right. \\
\left. \left. \cdot \phi^i_{0,0} (\zeta, c) \right] \right]
\]

(23)

By substituting values of \( A_1, B_1, A_2, B_2 \) (Eqs.(20)~(23)) into Eq.(13) and using the similar kernel function of right region Eq.(11) and the similar kernel function of left region Eq.(12), solutions of left and right regions of the boundary value problem (1) are obtained respectively. i.e. Eq.(9) and Eq.(10).

**Corollary 1** In the boundary value problem (1), if the right boundary condition is \( y_2 (b) = 0 \) (i.e. \( M \neq 0, N = 0 \)) or \( y'_2 (b) = 0 \) (i.e. \( M = 0, N \neq 0 \)), the corresponding similar kernel function of peripheral region is

\[
\Phi_2 (x) = \phi^2_{0,0} (x,b) / \phi^2_{0,0} (c,b) \quad \text{or} \quad \Phi_2 (x) = \phi^2_{0,1} (x,b) / \phi^2_{0,1} (c,b).
\]

**Corollary 2** In the boundary value problem (1), if the left boundary condition is the second boundary condition (i.e. \( y'_1 (x) = 1 \)), the solution of left region to the boundary value problem (1) is the similar kernel function of inner region (i.e. \( \Phi_1 (x) \)).

**Corollary 3** The first continued fraction, which belongs to the structure of the solution (i.e. Eq. (8)) of the boundary value problem (1), has the following property:

\[
\left[ y_1 (x) + FY'_1 (x) \right]_{x=0} = \frac{D}{1} \\
\frac{E + F \Phi_1 (a)}{F + \Phi_1 (a)}
\]

(24)
IV STEPS OF THE SCM

According to the proof of lemma 2 and theorem 1, it is easy to induce steps of the SCM for solving the boundary value problem of the composite first Weber equation. The concrete steps are as follows:

**Step 1 Constructing functions of guide solution**

We structure the function of guide solution of left and right region by using two linear independent solutions \( I_{v_j}(\sqrt{j}x) \) and \( K_{v_j}(\sqrt{j}x) \) of the governing equation of the left and right region of the boundary value problem (1) as follows: \( \varphi_{v_j,v_j}(x,\xi_j) \) \( (j = 1,2) \). Other functions of guide solution can be obtained by calculating partial derivatives of \( \varphi_{v_j,v_j}(x,\xi_j) \) to \( x, \xi \) respectively.

**Step 2 Constructing similar kernel functions of left and right regions**

The similar kernel function \( \Phi_2(x) \) of right region of the boundary value problem (1) can be structured by using functions of guide solution of right region \( \varphi^2_{s,t}(x,\xi)(s,t = 0,1) \) and coefficients \( M, N \) of the homogeneous right boundary condition, as shown Eq.(11). Further we calculate \( \Phi_2(c) \). The similar kernel function \( \Phi_1(x) \) of left region of the boundary value problem (1) can be structured by using functions of guide solution of left region \( \varphi^1_{s,t}(x,\xi)(s,t = 0,1) \), coefficients \( \lambda, \mu \) of two connection conditions and \( \Phi_2(c) \), as shown Eq.(12). Further we calculate \( \Phi_1(a) \).

**Step 3 Obtaining solutions of the boundary value problem**

To the boundary value problem (1), the solution of the left region can be obtained by assembling coefficients \( D, E, F \) of the non-homogeneous left boundary condition, the similar kernel function \( \Phi_1(x) \) of left region and \( \Phi_1(a) \), as shown Eq.(9). The solution of the right region can be obtained by assembling the coefficients \( D, E, F \) of the non-homogeneous left boundary condition, the function of guide solution of left region \( \varphi^1_{s,t}(x,\xi)(s,t = 0,1) \), coefficients \( \lambda, \mu \) of two connection conditions, the similar kernel function \( \Phi_2(x) \) of right region, \( \Phi_2(c) \) and \( \Phi_1(a) \), as shown Eq.(10).

V THE APPLICATION OF THE SCM

Solving the boundary value problem as follows:
\[
\begin{align*}
\begin{cases}
x^2 y''_1 + xy'_1 - ix^2 y_1 = 0 & (1 \leq x \leq 4) \\
x^2 y''_2 + xy'_2 - (ix^2 + 1) y_2 = 0 & (4 \leq x \leq 10) \\
y'|_{x=1} = 1 \\
y'|_{x=4} = y''|_{x=4} \\
y'|_{x=4} = 2y''|_{x=4} \\
y''|_{x=10} = 0
\end{cases}
\]
\] (25)

Comparing with the boundary value problem (1) and (25), we know that \( \nu_1 = 0, \nu_2 = 1, a = 1, \)
\( b = 10, \ c = 4, \ \lambda = 1, \ \mu = 2, \ D = 1, \ E = 0, \ M = 0, \ N = 1. \) According to steps of
the SCM, we solve the boundary value problem (25).

**Step 1 Constructing functions of guide solution**

According to Eqs.(5) ~ (8), we structure functions of guide solution of left and right regions as
follows:

\[
\phi^1_{0,0}(x, \xi) = K_0(\sqrt{i}x) I_0(\sqrt{i} \xi) - I_0(\sqrt{i}x) K_0(\sqrt{i} \xi)
\]
\[
\phi^1_{0,1}(x, \xi) = \sqrt{i}\left[K_0(\sqrt{i}x) I_1(\sqrt{i} \xi) + I_0(\sqrt{i}x) K_1(\sqrt{i} \xi)\right]
\]
\[
\phi^1_{1,0}(x, \xi) = -\sqrt{i}\left[K_1(\sqrt{i}x) I_0(\sqrt{i} \xi) + I_1(\sqrt{i}x) K_0(\sqrt{i} \xi)\right]
\]
\[
\phi^1_{1,1}(x, \xi) = -i\left[K_1(\sqrt{i}x) I_1(\sqrt{i} \xi) - I_1(\sqrt{i}x) K_1(\sqrt{i} \xi)\right]
\]
\[
\phi^2_{0,0}(x, \xi) = K_1(\sqrt{i}x) I_1(\sqrt{i} \xi) - I_1(\sqrt{i}x) K_1(\sqrt{i} \xi)
\]
\[
\phi^2_{0,1}(x, \xi) = -\sqrt{i}\left[K_2(\sqrt{i}x) I_2(\sqrt{i} \xi) + I_2(\sqrt{i}x) K_2(\sqrt{i} \xi)\right]
\]
\[
\phi^2_{1,0}(x, \xi) = \frac{1}{x}\left[K_2(\sqrt{i}x) I_1(\sqrt{i} \xi) - I_1(\sqrt{i}x) K_2(\sqrt{i} \xi)\right]
\]
\[
\phi^2_{1,1}(x, \xi) = \frac{1}{x}\left[K_2(\sqrt{i}x) I_1(\sqrt{i} \xi) - I_1(\sqrt{i}x) K_2(\sqrt{i} \xi)\right]
\]

**Step 2 Constructing similar kernel functions of left and right regions**

According to the Eq.(11), we structure the similar kernel function of right region of the
boundary value problem (25) by using Eqs.(7)–(8) as follows:

\[ \Phi_2(x) = \left[ \frac{1}{10} K_1(\sqrt{i}x) I_1(10\sqrt{i}) - \frac{1}{10} I_1(\sqrt{i}x) K_1(10\sqrt{i}) + \sqrt{i} K_1(\sqrt{i}x) I_2(10\sqrt{i}) \right. \\
+ \sqrt{i} I_1(\sqrt{i}x) K_2(10\sqrt{i}) \times \left[ \frac{1}{40} K_1(4\sqrt{i}) I_1(10\sqrt{i}) - \frac{1}{40} I_1(4\sqrt{i}) K_1(10\sqrt{i}) \right. \\
- \frac{\sqrt{i}}{10} K_2(4\sqrt{i}) I_1(10\sqrt{i}) - \frac{\sqrt{i}}{10} I_2(4\sqrt{i}) K_1(10\sqrt{i}) + \frac{\sqrt{i}}{4} K_1(4\sqrt{i}) I_2(10\sqrt{i}) \right. \\
+ \frac{\sqrt{i}}{4} I_1(4\sqrt{i}) K_2(10\sqrt{i}) - iK_2(4\sqrt{i}) I_2(10\sqrt{i}) + iI_2(4\sqrt{i}) K_2(10\sqrt{i}) \left[ \right]^{-1} \\
(4 \leq x \leq 10) \]

Thus

\[ \Phi_2(4) = \left[ \frac{1}{10} K_1(4\sqrt{i}) I_1(10\sqrt{i}) - \frac{1}{10} I_1(4\sqrt{i}) K_1(10\sqrt{i}) + \sqrt{i} K_1(4\sqrt{i}) I_2(10\sqrt{i}) \right. \\
+ \sqrt{i} I_1(4\sqrt{i}) K_2(10\sqrt{i}) \times \left[ \frac{1}{40} K_1(4\sqrt{i}) I_1(10\sqrt{i}) - \frac{1}{40} I_1(4\sqrt{i}) K_1(10\sqrt{i}) \right. \\
- \frac{\sqrt{i}}{10} K_2(4\sqrt{i}) I_1(10\sqrt{i}) - \frac{\sqrt{i}}{10} I_2(4\sqrt{i}) K_1(10\sqrt{i}) + \frac{\sqrt{i}}{4} K_1(4\sqrt{i}) I_2(10\sqrt{i}) \right. \\
+ \frac{\sqrt{i}}{4} I_1(4\sqrt{i}) K_2(10\sqrt{i}) - iK_2(4\sqrt{i}) I_2(10\sqrt{i}) + iI_2(4\sqrt{i}) K_2(10\sqrt{i}) \left[ \right]^{-1} \]

Then according to the Eq. (12), we structure the left similar kernel function of the boundary value problem (25) by using Eqs.(6)–(8) as follows:

\[ \Phi_1(x) = \left\{ \Phi_2(4) \left[ \sqrt{i} K_0(\sqrt{i}x) I_1(4\sqrt{i}) + \sqrt{i} I_0(\sqrt{i}x) K_1(4\sqrt{i}) \right] - 2K_0(\sqrt{i}x) I_0(4\sqrt{i}) \right. \\
+ 2I_0(\sqrt{i}x) K_0(4\sqrt{i}) \times \left\{ \Phi_2(4) \left[ -iK_1(\sqrt{i}) I_1(4\sqrt{i}) + iI_1(\sqrt{i}) K_1(4\sqrt{i}) \right] \right. \}
\\n+ 2\sqrt{i} K_1(\sqrt{i}) I_0(4\sqrt{i}) + 2\sqrt{i} I_0(\sqrt{i}) K_0(4\sqrt{i}) \left[ \right]^{-1} \]

\[ (1 \leq x \leq 4) \]

Step 3 Obtaining solutions of the boundary value problem (24)

According to Eqs.(9) and (10), solutions of left and right regions of the boundary value problem (25) can be obtained respectively as follows:

\[ y_1(x) = \Phi_1(x) \quad (1 \leq x \leq 4), \]

\[ y_2(x) = \left[ \sqrt{i} K_0(4\sqrt{i}) I_1(4\sqrt{i}) + \sqrt{i} I_0(4\sqrt{i}) K_1(4\sqrt{i}) \right] \cdot \Phi_2(x) \cdot \left\{ -\Phi_2(4) \left[ iK_1(\sqrt{i}) I_1(4\sqrt{i}) + iI_1(\sqrt{i}) K_1(4\sqrt{i}) \right] \right. \\
- I_1(4\sqrt{i}) - iI_1(\sqrt{i}) K_1(4\sqrt{i}) \right. \\
+ 2\sqrt{i} K_1(\sqrt{i}) I_0(4\sqrt{i}) + 2\sqrt{i} I_0(\sqrt{i}) K_0(4\sqrt{i}) \left[ \right]^{-1} \]

\[ (4 \leq x \leq 10) \]

According to above steps, we write a program by using MATLAB language. Then we can draw the graph of the solution of the boundary value problem (25) as follows(figure 1):
VI CONCLUSIONS

(1) In the process of solving the boundary value problem of the composite Thomson equation, we just need to obtain two linear independent solutions of governing equation of left region and two linear independent solutions of governing equation of right region of the boundary value problem respectively. Then according to Steps of the SCM, we can obtain solutions of the boundary value problem. Thus, using SCM can avoid the tedious calculation process.

(2) According to structural equations of similar kernel functions Eqs. (11) and (12) and structural equations of solutions of the boundary value problem (1) Eqs. (9) and (10), we know that we only need to change coefficients of boundary conditions to obtain solutions of the boundary value problem (1), when boundary conditions of the boundary value problem (1) change. Thus, Similar Constructing Method is simple and effective for solving the complicated boundary value problem of differential equation.

(3) Using MATLAB language to compile the program, we can draw the curve of the solution of the boundary value problem (25). It can verify the method of SCM is correct for solving the boundary value problem of composite Thomson equation.
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